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Abstract—We design speaker verification system to automatically accept or reject the claimed identity of a speaker. Recently, we have made major progress in speaker verification which leads to mass market adoption, such as in smartphone and in online commerce for user authentication. The major concern when deploying speaker verification technology is whether a system is robust against spoofing attacks. Speaker verification studies provided us a better insight into speaker characterization, which has contributed to the progress of voice conversion technology. Unfortunately, voice conversion has become one of the most easily accessible techniques to carry out spoofing attack, therefore, presents a threat to speaker verification systems. In this paper, we will briefly introduce the spoofing attack studies under different conditions with a focus on voice conversion spoofing attack. We will also discuss anti-spoofing attack measures for speaker verification.

I. INTRODUCTION

A large number of physical or behavioural attributes, which are distinctive, measurable characteristics to describe human individuals, have been investigated for biometric recognition. Speaker verification is among the most popular biometrics in smartphone [1] or telephony applications where voice service is provided. It is also called voice biometrics. The task of speaker verification is to automatically accept or reject a claimed identity based on a speech sample. Fig. 1 is an illustration of a typical speaker verification system.

Fig. 1. Diagram of a speaker verification system.

Just like any other means of biometrics, a speaker verification system is expected to be not only accurate for regular users, but also secure against spoofing attacks. As discussed in [2], possible spoofing attack happens at two points: sensor level and transmission of the sensed signal. At the sensor level, an adversary, that we call an impostor, could deceive the system by impersonating someone at the microphone, and at the transmission time when the acquired voice signal could be replaced by a synthetically generated signal or imitated voice. In general, spoofing attack is to use a falsifying speech signal as system input (See Fig. 1) for feature extraction and verification, therefore, present a threat to speaker verification systems.

As digital recording has become widely accessible, replay attack is the simplest method to spoof a speaker verification system. Replay attack involves repetition of a pre-recorded speech sample or a sample created by concatenating basis speech segments from a given target speaker. Indeed, replay attack has been shown to be an effective way to spoof text-independent recognizers which do not utilize any linguistic constraints [3], [4]. However, the replay technique is not flexible in generating specific utterances as required by text-dependent speaker verification systems.

Aside from replay attack, human voice mimicking or impersonation has also received considerable attention [5], [6], [7]. As impersonation requires special skills, it is difficult to judge its effectiveness as a spoofing technique. Partial evidence, however, suggests that humans are most effective in mimicking speakers with “similar” voice characteristics to their own, while impersonating an arbitrary speaker appears challenging [5]. Professional voice mimics, often voice actors, tend to mimic prosody, accent, pronunciation, lexicon and other high-level speaker traits, rather spectral cues used by automatic systems. Therefore, human voice mimicking is not considered as a cost-effective adversary to speaker verification systems.

Speech synthesis represents a much more genuine threat. Due to the rapid development of unit selection [8], statistical parametric [9] and hybrid [10] methods, speech synthesis systems are now able to generate speech with a certain speaker’s voice characteristics, such as spectral cues, and acceptable quality. In early studies [11], [12], [13], vulnerability of text-prompted hidden Markov model (HMM) based speaker verification was examined using a small database of 10 speakers. More recently, [14] used a flexible adapted HMM-based speech synthesis system to simulate spoofing attacks against text-independent recognizer on a corpus of around 300 speakers. Even though HMM-based synthesis poses a threat, a lot of training speech (usually one hour or more) is needed to train the speech synthesis system. Even for adapted HMM-based speech synthesis system, one needs additional speakers’ data to train an average voice model for target speaker adaptation [15]. Therefore, it is expensive for attackers to conduct spoofing attack using a HMM-based
speech synthesis system.

Different from replay attack, human voice mimic and text-to-speech, voice conversion is to modify one speaker’s (source) voice to sound like it was pronounced by another speaker (target) without changing the language content. While keeping the language content unchanged, the conversion technique works in two ways, one is to change the source voice to sound differently - to disguise oneself; the other is to change the source voice to a target voice - to mimic someone else. As real-time voice conversion not only is possible, but also offers voice quality and characteristics that even human ears are hard to distinguish, it presents a genuine threat to both text-dependent and text-independent speaker verification systems.

In summary, human voice can be seen to have three attributes, the language content, the spectral pattern, and the prosody. The individuality of human voice is described by the spectral patterns, called voice quality or timbre, and by the prosodic patterns carried by the speech. Professional voice mimicking typically modifies the prosodic patterns while voice conversion modifies the spectral patterns. As it is more reliable to characterize speakers by their spectral cues [16], most of the state-of-the-art speaker verification systems are built to detect the difference of spectral patterns. In this paper, we will focus on the conversion spoofing attack, and review the most recent research works on voice conversion, speaker verification, spoofing attack and anti-spoofing attack techniques.

The rest of this paper is organized as follows. In Section II, we will briefly review the state-of-the-art speaker verification techniques, and in Section III, an overview of voice conversion techniques is presented. Spoofing attack and anti-spoofing attack studies are reviewed in Section IV and Section V. The paper is concluded in Section VI.

II. SPEAKER VERIFICATION TECHNIQUES

The objective of a speaker verification system is to automatically accept or reject a claimed identity $S$ of one speaker based on just the speech sample $\mathbf{O} = \{o_1, o_2, \ldots, o_t\}$ [16]. This verification process is illustrated in Fig. 1 and is formulated into statistical form as:

$$\Lambda(\mathbf{O}) = \frac{p(\mathbf{O}|\lambda_H)}{p(\mathbf{O}|\lambda_O)},$$  \hspace{1cm} (1)

where $\lambda_H$ is the model parameters of hypothesis $H$ that the speech sample $\mathbf{O}$ is from speaker $S$, and $\lambda_O$ is a alternative hypothesis that the speech sample is not from the claimed identity $S$. The likelihood ratio (or likelihood score) $\Lambda(\mathbf{O})$ is used to decide which hypothesis, $H$ or $H^c$, is true based a pre-defined threshold.

In practice, there are two kinds of speaker verification systems: text-independent speaker verification (TI-SV) and text-dependent speaker verification (TD-SV) systems. TD-SV assumes cooperative speakers and requires the speaker to speak fixed or randomly prompted utterances, while TI-SV allows the speaker to speak freely during both enrolment and verification. In general, both TI-SV and TD-SV systems adopt the same feature extraction techniques, that we call the front-end. In this section, we will briefly describe the stat-of-art speaker verification systems.

A. Feature extraction

Studies show that there are three level of features characterize the individuality of speakers: high level, spectro-temporal and short-term features [16]. As speech signal is not stationary, shifting windows are usually applied to divide the speech signal into short-term overlapping segments with around 20 to 30 msec before extracting features.

High level features, which involves phoneme, accent, pronunciation, etc, are robust against noise, but different to be extracted. Usually, automatic speech recognition is required to extract high level features. Spectro-temporal features involve prosodic, temporal modulation features, etc. Short-term features are extracted from fixed size speech frames. Among the three level of features, studies have shown that short-term features are the most cost-effective in practice.

Mel-frequency cepstral coefficient (MFCC), linear predictive cepstral coefficient (LPCC), and perceptual linear prediction (PLP) are the most popular short-term features. Usually we also include delta and delta-delta coefficients of these short-term features to take speech dynamics into consideration.

B. Speaker modeling

Text-independent speaker verification systems focus on modeling the feature distribution of target speaker. Gaussian mixture model (GMM) has been used intensively to model the feature distribution. GMM-UBM is the classical method in early speaker verification systems [17]. Maximum likelihood and maximum a posteriori training have been adopted in such system. Tens or hundreds hours speech gathered from a large number of speakers are first employed to estimate a speaker independent universal background model (UBM), and then the target speaker model is obtained by adapting the universal background model with several minutes speech from the target speaker. The target speaker GMM model and the UBM model are used as hypothesised speaker model and alternative speaker model, respectively.

Speaker verification is a two class classification problem, discrimination between target speech model and background model is important. To allow discriminative training of generative model, for example GMM-UBM model, support vector machine (SVM) is combined with GMM-UBM framework, where GMM mean supervectors are used as feature in SVM classifier [18]. In the context of SVM modeling, Nuisance Attribute Projection (NAP) [19], [20] and within-class covariance normalization (WCCN) [21] techniques are proposed for channel compensation.

In recent research, a generative model, joint factor analysis (JFA), is proposed for intersession and speaker variability compensation [22], [23]. JFA is a latent variable model to explicitly model channel and speaker variability jointly, which use a large number of additional data to estimate both speaker and channel variabilities. The estimated speaker and channel
Similar to JFA method, probabilistic linear discriminant analysis (PLDA), which is a generative model, employs i-vector rather than GMM supervectors as the basis for estimating factor loadings [24]. PLDA models speaker and channel variabilities within i-vector space. Similar as JFA method, a large number of additional data is used to estimate the total variability matrix (factor loadings), which represent both speaker and channel variabilities. These additional data is also adopted to estimate the speaker and channel variabilities in i-vector space.

In practice, it is not enough to build just one single strong recognizer. It is a general practice to fuse multiple sub-systems into one as a mixture-of-expert. This is based on the assumption that individual classifiers are able to capture different aspects of the speech signal, thus providing complimentary information for each others. Each individual classifier can involve different kinds of features or different level of features, and can also employ different modeling techniques. While fusion usually takes place at score level across subsystems [26], [27], [28], there are also ways to fuse the features or speaker models [28].

Different from text-independent speaker verification systems, text-dependent systems not only model the feature distribution, but also take the linguistic information and temporal into consideration. Therefore, hidden Markov model (HMM) is one of the base models. All the techniques developed for text-independent systems can be easily transferred to the text-dependent ones by using HMM to learn the temporal information.

III. VOICE CONVERSION TECHNIQUES

Voice conversion is closely related to speaker verification. The former analyze and synthesize the voice characteristics of speakers, while the latter distinguishes one from another. Mathematically, voice conversion is a process to learn a conversion function \( F(\cdot) \) from source \( X \) and target speech \( Y \), and to apply this conversion function to a testing source speech signal \( X \) in order to generate a converted speech signal \( Y \). This process is formulated as follows:

\[
\hat{Y} = F(X). \tag{2}
\]

Similar to speaker verification, voice conversion also operates on features which characterize speaker individuals, such as formant [29], spectrogram [30], [31], [32], fundamental frequency [33], [34], [35], [36], duration [34], [37] and so on. As spectrogram contains more speaker identity information, most of the research works focus on spectral conversion, in this section, we will give a overview of the spectral conversion.

Generally, spectral conversion involves training and conversion phases as illustrated in Fig. 2. During training phase, features, which characterize speaker’s individuality, are first extracted from both source and target speech signal. Then, each source feature vector is paired up with one target feature vector, which is called frame alignment, to guarantee the language content is kept the same before and after conversion. The frame alignment is usually done by dynamic time warping for parallel data [38], or through some advanced frame alignment techniques for non-parallel data [39]. Finally, a conversion function can be estimated from the source-target frame pairs. In the conversion phase, the conversion function estimated in the training phase is employed to the features extracted from source speech, and then the converted feature vector sequence is passed to a synthesis filter to reconstruct audible speech signal. It is apparent that feature extraction and estimation of the conversion function are the two most important processes in a voice conversion system.

A. Feature extraction

To extract feature for representing speech signal, a speech production model, such as source-filter model and sinusoidal model, is employed to separates speech signal into mutually independent representation components. The same speech production model is also employed to reconstruct speech signal. The following three models/systems are widely used in voice conversion task for speech analysis and synthesis:

a) STRAIGHT (Speech Transformation and Representation using Adaptive Interpolation of weiGHTed spectrum) system [40] is based on source-filter model

b) Harmonic plus noise model (HNM) [41] separates a speech signal into a harmonic part and a noise part based on a pitch synchronous decomposition.

c) Linear prediction (LP) model assumes current speech sample is predicted as a linear combination of its past \( p \) samples, where \( p \) is the order of LP coefficients.

Above speech production models are able to extract spectrum effective and synthesize high quality speech signal. To handle the relatively high dimensional spectrum, parametric representations or features are extracted to represent the spectrum. The most popular two features used in voice conversion are listed as follows:

a) Mel-cepstral coefficient (MCC) [32], [42], [43]: MCC is
obtained by applying mel-cepstral analysis technique [44] on the magnitude spectrogram and keeping 24 coefficients as the feature.

b) Line spectral frequency (LSF) [45], [46]: LSF features have good quantization and interpolation properties, and have been successfully applied to speech coding [47]. LSFs are closely related to formants, which represent speaker identity.

The synthesis step of voice conversion is similar to that of general speech synthesis, therefore, features or spectral representations used in speech synthesis can be adopted in a voice conversion task.

B. Conversion function

In the past decades, a large number of spectral conversion methods have been proposed. These methods are roughly grouped into three categories: generative methods, transmutative methods, and exemplar-based methods. In the generative methods, the converted speech signal is generated from some parametric model, and in the transmutative methods, small number of parameters are employed to control the shape of the spectrum or spectral envelop, while in the exemplar-based methods, the converted speech is constructed by using the segments of original speech from the target speaker.

1) Generative methods: The first generative method, vector quantization (VQ), is simple and straightforward [48]. With VQ, a codebook of paired source-target frame vector is built during the training phase to present the relationship between source and target speech. Although VQ method is able to capture speaker identity information for same language source and target speech. Although VQ method, segmental codebook [49], and fuzzy vector quantization [50] are proposed. Gaussian mixture model (GMM) based methods including joint density GMM [30] and source GMM [31] are also studied to implement local linear transformation functions based one Gaussian mixture model. These weighted local linear transformation functions are able to generate smooth spectral trajectories. In addition, maximum likelihood spectral trajectories generation algorithm is proposed in [32] based on joint density Gaussian mixture model (JD-GMM) to include local temporal information for smooth spectral trajectories. Similarly, trajectory hidden Markov model is proposed in [43] to include local dynamic information explicitly.

Although JD-GMM method becomes one of the most popular methods benefiting from a well grounded probabilistic formulation, over-smoothing [46], [51], [52] and over-fitting [53], [54] have been reported. To address these problems, a number of methods have been proposed. In [53], partial least square regression method has been proposed to avoid over-fitting problem when the parallel training data is limited, local linear transformation method is implemented by using nearby training data not all the training data to estimate the transformation function, mixture of factor analyzers [55] and noisy channel model [56] methods have been proposed to utilize additional data to improve the performance of the conversion function.

Above methods assume that the source and target features have linear relationship. Another idea is to assume that the source and target speech features have non-linear relationship, that leads to another group of methods, such as artificial neural network [29], [57], support vector regression [58], kernel partial least square [59], and conditional restricted Boltzmann machine [60].

2) Transmutative methods: In the statistical parametric methods, the conversion function is formulated from the parametric representations of the spectrum without any physical principles, and the statistical averaging effect, which reflects the central tendency of speech features, will introduce over-smoothing [51], [32], [61]. Different from data-driven generative methods, which operate on the low-dimensional parametric representations of spectrum, frequency warping methods aim to warp the frequency axis of the amplitude spectrum [62], [63], [64], [65], [66]. Therefore, frequency warping or vocal tract length normalization (VTLN) methods can keep more spectrum details and produce high quality speech signal. Although frequency warping methods are able to produce high quality converted speech, the similarity between converted and target speech of frequency warping methods is not as good as generative methods as reported in [65].

3) Exemplar-based methods: In general, generative methods and transmutative methods are to modify the speaker characteristics. Different from these methods, exemplar-based methods utilize original target speaker’s feature vectors to construct the converted speech. In [67], [68], [69], unit-selection method is implemented, where a single frame is used as the base unit. To include temporal information for avoiding frame-to-frame discontinuity, in [69], multiple-frame speech segment (exemplar) is employed as base unit and a temporal window is adopted to deal with overlapping frames for temporal continuity. In the unit-selection methods, usually more parallel training data is required to cover more unit patterns.

Aside from the unit-selection implementation, another exemplar-based method is based on non-negative matrix factorization. In [61], non-negative spectrogram factorization and non-negative spectrogram deconvolution are employed to use relative high dimensional spectrum directly for synthesizing speech signal. Each converted spectrogram is represented as a linear combination of source spectrums or spectrogram segments.

IV. Spoofing attack studies

As shown in Eq.(1) and Eq.(2), voice conversion modifies the input O to speaker verification systems, that presents a threat to speaker verification systems. Fig. 3 illustrates a general framework for voice conversion spoofing attack study.

As spoofing attack study involves both voice conversion and speaker verification, we look into three areas:
A. Database design

To provide an objective assessment of system performance under voice conversion attack, we need to set up an evaluation database that allows us to compare the system performance with that without attacks. Here we use National Institute of Standards and Technology Speaker Recognition Evaluation (NIST SRE) 2006 core task, 1conv4w-1conv4w, as a case study. More details can be found in [70].

The statistics of trials and speakers used in the voice conversion attack study in [70] are presented in Table II. To design the spoofing database, we first select impostors and corresponding target genuine speakers. Then, we use the 3conv4w and 8conv4w training sections in the NIST SRE 2006 database to estimate the conversion function for each impostor-target speaker pair. Finally, we process the each impostor’s testing utterances in the trial list using the pre-estimated conversion function. Hence, the number of converted trials is the same as that of the original impostor trials, and the genuine trials are kept unchanged as in original test. Therefore, we are able to compare the original results with spoofing results by using the same number of trials. This ideal setup may be different from practice, where impostor trials and converted trials are mixed together.

The database design for both text-dependent (-constraint) and text-independent speaker verification scenarios is presented in [71]. We note that in [71], there are strong constraint on both training of speaker verification recognizers and training of conversion function.

| Unique speakers | 304 | 304 |
| Genuine trials | 3,978 | 3,978 |
| Impostor trials | 2,782 | 0 |
| Impostor trials (via VC) | 0 | 2,782 |

B. Experiments

To evaluate the vulnerability of speaker verification systems under voice conversion attack. A number of studies have been conducted. Table III summarizes the voice conversion spoofing attack studies. In [78], voice conversion is done by mapping the impostor’s vocal tract information towards that of the genuine speaker, using frequency warping technique. The experiments conducted on NIST SRE 2005 database show that the equal error rate (EER) is increased from around 10% to over 60% when all the impostor samples are converted towards the genuine speaker. Using same voice conversion method, in [72], the authors evaluate the GMM-UBM verification system on both NIST SRE 2005 and NIST SRE 2006 databases. The EERs are increased from 8.54% and 6.61% to 35.41% and 28.07% on NIST SRE 2005 and 2006 databases, respectively. With same database and same conversion method, in [73], the vulnerability of GMM-UBM and JFA systems are compared under conversion spoofing attack. The experimental results show that the EERs are increased from 8.5% and 4.8% to 32.6% and 24.8% of GMM-UBM and JFA systems, respectively. In [74] and [70], multiple state-of-the-art speaker verification systems are compared under conversion spoofing attack. The experimental results show that the spoofing attacks increase the EER more than two times over that of the baseline for all the text-independent systems.

Different from above studies, which only focus on text-independent (TI) systems. In [75], [71], a comparison of text-dependent (TD) and text-independent systems under voice conversion spoofing is conducted. In [75], two TI recognizers,
I-vector and GMM-NAP, and one TD recognizer, HMM-NAP are adopted. The experimental results show voice conversion increases EER for both TI and TD recognizers. Differently, in [71], a text-constraint database is employed for text-dependent study, and only matched transcript trials are used in this study. Hence, we can treat text-constraint (TC) GMM-UBM system as a TD system. In addition, a constraint part of the database, which has only digits, is used to train the voice conversion function. The experimental results show voice conversion increases EER for TI system, but surprisingly reduces EER for TD system.

In general, above experimental results suggest that advance speaker verification systems, such as JFA and PLDA, are more vulnerable than lightweight GMM-UBM and VQ-UBM techniques under voice conversion spoofing attack. Across the board, the performance of all systems is compromised to an unacceptable level under the attacks. On the other hand, unit-selection conversion method is more effective than JD-GMM for TD system. A constraint part of the database, which has only digits, is used to train the voice conversion function. The experimental results show voice conversion does not increase EER for TI system, but surprisingly reduces EER for TD system.

A summary of voice conversion spoofing attack studies is provided in Table III.

### Table III

<table>
<thead>
<tr>
<th>Conversion method</th>
<th>Database</th>
<th>TI or TC or TD</th>
<th>Baseline Recognizer</th>
<th>Baseline Spooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency warping [72]</td>
<td>NIST SRE 2005</td>
<td>TI</td>
<td>GMM-UBM</td>
<td>8.54</td>
</tr>
<tr>
<td>Frequency warping [72]</td>
<td>NIST SRE 2006</td>
<td>TI</td>
<td>GMM-UBM</td>
<td>6.61</td>
</tr>
<tr>
<td>Frequency warping [73]</td>
<td>NIST SRE 2005</td>
<td>TI</td>
<td>GMM-UBM</td>
<td>8.50</td>
</tr>
<tr>
<td>Frequency warping [73]</td>
<td>NIST SRE 2006</td>
<td>TI</td>
<td>JFA</td>
<td>6.40</td>
</tr>
<tr>
<td>JD-GMM [74]</td>
<td>NIST SRE 2006</td>
<td>TI</td>
<td>GMM-UBM</td>
<td>7.63</td>
</tr>
<tr>
<td>JD-GMM [74]</td>
<td>NIST SRE 2006</td>
<td>TI</td>
<td>VQ-UBM</td>
<td>7.56</td>
</tr>
<tr>
<td>JD-GMM [74]</td>
<td>NIST SRE 2006</td>
<td>TI</td>
<td>GMM-SVM</td>
<td>3.74</td>
</tr>
<tr>
<td>JD-GMM [74]</td>
<td>NIST SRE 2006</td>
<td>TI</td>
<td>JFA</td>
<td>3.24</td>
</tr>
<tr>
<td>Unit-selection [70]</td>
<td>NIST SRE 2006</td>
<td>TI</td>
<td>JFA</td>
<td>3.24</td>
</tr>
<tr>
<td>Unit-selection [70]</td>
<td>NIST SRE 2006</td>
<td>TI</td>
<td>PLDA</td>
<td>2.99</td>
</tr>
<tr>
<td>Frequency warping [75]</td>
<td>WF corpus [76]</td>
<td>TI</td>
<td>I-vector</td>
<td>1.60</td>
</tr>
<tr>
<td>Frequency warping [75]</td>
<td>WF corpus [76]</td>
<td>TI</td>
<td>GMM-NAP</td>
<td>1.10</td>
</tr>
<tr>
<td>Frequency warping [75]</td>
<td>WF corpus [76]</td>
<td>TD</td>
<td>HMM-NAP</td>
<td>1.00</td>
</tr>
<tr>
<td>JD-GMM [71]</td>
<td>RSR2015 [77]</td>
<td>TI</td>
<td>GMM-UBM</td>
<td>15.32</td>
</tr>
<tr>
<td>Unit-selection [71]</td>
<td>RSR2015 [77]</td>
<td>TI</td>
<td>GMM-UBM</td>
<td>15.32</td>
</tr>
<tr>
<td>JD-GMM [71]</td>
<td>RSR2015 [77]</td>
<td>TC</td>
<td>GMM-UBM</td>
<td>6.62</td>
</tr>
<tr>
<td>Unit-selection [71]</td>
<td>RSR2015 [77]</td>
<td>TC</td>
<td>GMM-UBM</td>
<td>6.62</td>
</tr>
</tbody>
</table>

Fig. 4 is an example of incorporating a converted speech detector as an explicit countermeasure against spoofing attack.

To design the converted speech detector, in [79], [70], cosine normalized phase (cos-phase) and modified group delay phase (MGD-phase) features are proposed based on the fact that the original phase information is lost during the analysis-synthesis step in some vocoders. The experiments using NIST SRE 2006 database show that the detection EER of 5.95% and 2.35% can be obtained by using cos-phase and MGD-phase, respectively.

In [80], high level features, which is extracted over a long speech context, is employed to capture the change of speech dynamics and to distinguish converted speech from natural human speech.

As current analysis-synthesis techniques for extracting features and synthesizing speech signal operate on short-term frame level (5 msec to 15 msec), some artifacts are introduced in the temporal domain. Therefore, temporal magnitude or phase modulation features are able to detect converted speech which utilizes vocoding techniques [81]. Comparing with MGD-phase, temporal modulation feature reduces EER from 1.25% to 0.89% on Wall Street Journal (WSJ0+WSJ1) database. Similarly, pair-wise distance between consecutive feature vectors is adopted to present short-term speech variability and detect converted speech.
In [70], the converted speech detector, which employs MGD-phase, is combined with two speaker verification systems. The false acceptance rate of GMM-JFA system is reduced from 17.36% and 32.54% to 0.0% and 1.64% for GMM and unit-selection conversion spoofing, respectively, and FAR of PLDA system is reduced from 19.29% and 41.25% to 0.0% and 1.71% for GMM and unit-selection conversion spoofing, respectively.

VI. CONCLUSION

In this paper, we present an overview of spoofing, anti-spoofing attack and related techniques. Due to rapid development of speaker verification techniques, speaker verification systems have been deployed into real applications, such as smartphone [1]. At the same time, voice conversion techniques also progress quickly. Therefore, the countermeasures for spoofing attacks become an important part of system deployment. The current studies on anti-spoofing attack are very preliminary because the results are reported only on selected techniques. Comprehensive studies on the effects of different techniques and related topics and different speaker recognition regimes are expected in the near future. In INTERSPEECH 2013, a special session on ’Spoofing and countermeasures for automatic speaker verification’ is organized for the first time, which shows the increasing importance and attention of this research topic given by the academia and industry.
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